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ABSTRACT: Hydrogenases are enzymes that catalyze the reve-
rsible conversion of hydrogen molecules to protons and elec-
trons. The mechanism by which the gas molecules reach the
active site is important for understanding the function of the
enzyme and may play a role in the selectivity for hydrogen over
inhibitor molecules. Here, we develop a general multiscale
molecular simulation approach for the calculation of diffusion
rates and determination of pathways by which substrate or
inhibitor gases can reach the protein active site. Combining

kinetic data from both equilibrium simulations and enhanced sampling, we construct a master equation describing the movement
of gas molecules within the enzyme. We find that the time-dependent gas population of the active site can be fit to the same
phenomenological rate law used to interpret experiments, with corresponding diffusion rates in very good agreement with
experimental data. However, in contrast to the conventional picture, in which the gases follow a well-defined hydrophobic tunnel, we
find that there is a diverse network of accessible pathways by which the gas molecules can reach the active site. The previously
identified tunnel accounts for only about 60% of the total flux. Our results suggest that the dramatic decrease in the diffusion rate for
mutations involving the residue Val74 could be in part due to the narrowing of the passage Val74—Arg476, immediately adjacent to
the binding site, explaining why mutations of Leul22 had only a negligible effect in experiment. Our method is not specific to the
[NiFe]-hydrogenase and should be generally applicable to the transport of small molecules in proteins.

1. INTRODUCTION

Small molecule transport in proteins is an ubiquitous physical
process in biochemistry."” A large number of enzymes involved
in the conversion of cellular energy or in the production of
biomass rely on the availability of substrates such as molecular
hydrogen, oxygen, or carbon dioxide. Examples include cytochrome
c oxidase, which catalyzes the 4-electron reduction of O, to water,>*
hydrogenases, which catalyze the oxidation and production of H,,>°
and carbon monoxide dehydrogenase/acetyl-CoA synthase, which
catalyzes the fixation of CO, and the first step in the production of
biomass.”® Before these reactions can occur, a small molecule of not
more than ~0.3 nm in size must diffuse from the solvent into the
enzyme active site, through several nanometers of a heterogeneous
protein matrix, typically more densely packed than organic solids.”
As their solubility in aqueous media is low, gas molecules are a
limited resource for enzymes. Moreover, not all gas molecules that
are present in solution should access the active site, preferably only
the substrate molecule, and not potential inhibitor gases. Thus,
efficient and selective transport of gas molecules is a critical issue in
enzymatic catalysis.

Experimentally, studies of xenon binding to protein crystals and
measurements of gas diffusion rates have given valuable insight into
small molecule transport in proteins. For [NiFe]-hydrogenase, on
which we focus in this work, a single “VA”-shaped set of gas channels
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has been identified, extending several nanometers from the active
site to the protein surface.'”"" Its existence led to the assumption
that it is the only transport path for the substrate H, and for the
inhibitors O, and CO. Moreover, two residues, Val74 and
Leul22, located at one end of the channel in close proximity
to the active site, were hypothesized to act as a “gate”, controlling
the access of gas molecules to the active site. In a recent series of
elegant mutation experiments, the function of these two residues
was investigated.'”” '* They were mutated into bulkier amino
acids, and the rate of CO diffusion into the active site was
measured using a novel protein film voltammetry technique.'” A
significant decrease in the diffusion rate was found for mutations
involving Val74, suggesting that the larger residues narrowed the
proposed channel. However, it was unclear why none of the
Leul22 single mutants had any significant effect.

On the theoretical side, molecular dynamics simulations have
generated useful information about likely gas transport pathways
in a wide range of proteins, including myoglobin'®~** (reviewed
in ref 1), flavin-containing mono-oxygenase™” and oxidases>> >’
(reviewed in ref 2), carbon monoxide dehydrogenase/acetyl-CoA
synthase,” nitrogenases,” copper amino oxidase,” lipoxygenase,*
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and hydrogenases.'”*' " Specifically, for [FeFe]-hydrogenase,
it was suggested that H, can easily migrate through a series of
static cavities to the outside of the protein, whereas for O, protein
dynamical motions play a role in facilitating diffusion into the
solvent.>"** Simulations of [ NiFe]-hydrogenase showed that H,
can diffuse from the solvent to the active site within less than 10
ns, and that Val67 may be a control point for gas access to the
active site.*> These previous simulations gave interesting quali-
tative insights into gas diffusion in hydrogenases. However, they
did not yield quantitative properties such as diffusion rates, that
could be compared to experimental rate measurements.

The ability to compute diffusion rates and pathways would
greatly enhance our microscopic understanding of gas transport
in proteins. Experimental rate measurements could be given a
molecular interpretation, and computational predictions of the
effect of mutations on the diffusion rate could be made. More-
over, one could use the comparison with the experimental data to
assess the quality of the molecular simulations on which the
mechanistic interpretations are based. Rate calculations have not
been carried out before for hydrogenase because an underlying
theoretical model was missing. Thus, with the recent develop-
ment of two experimental methods for probing the rates of
diffusion in hydrogenases, it is very timely to develop such a
theoretical approach.

Here, we describe gas diffusion in very general terms, as a
Markov process, in which the gas molecules make transitions
between discrete sites in the enzyme, identified by molecular
simulation. Using data from equilibrium and nonequilibrium
simulations in the presence of a pulling force, we estimate the
rates for these transitions and solve a coarse master equation to
obtain time-dependent populations. We find that the population
of the active site follows an effective monoexponential curve in
agreement with a phenomenological description for gas diffu-
sion. This correspondence allows us to relate the microscopic
overall rate with the experimentally determined diffusion rate.
The numerical values obtained are in very good agreement with
experiment. However, in contrast to the single pathway picture
proposed previously, we identify three distinct pathways for gas
diffusion, each terminating in a single cavity from which gas
molecules make the final transit into the active site pocket. In
light of the present calculations, we propose an alternative
explanation for the strong decrease in the diffusive CO on-rates
reported in recent mutation experiments.'* We also argue that
the Val74—Arg476 rather than the Val74—Leul22 motif could
be key to the engineering of a molecular sieve selective for O,.

2. METHODOLOGY

2.1. Theory. 2.1.1. Coarse Master Equation. To motivate our
theoretical model for the calculation of gas diffusion rates in
proteins, we consider a typical molecular dynamics trajectory of a
gas molecule in the protein interior as depicted in Figure 1 for
[NiFe]-hydrogenase. The trajectory is colored from blue to gray
to brown to red to indicate the increasing simulation time. We
observe that the gas (H,) enters the protein and moves via
diffusive jumps between protein cavities toward the [ NiFe] active
site. A similar diffusive behavior of gas molecules has been
reported before.'”*>** It suggests that the dynamics can be
treated as Markovian hopping between these sites, assuming that
“memory” is lost within the residence time in any of the cavities.
Thus, we coarse grain the diffusive dynamics of the gas molecules
in the protein and solvent using a Markovian model. Each gas

Figure 1. Trajectory of a H, molecule inside [NiFe]-hydrogenase as
obtained from molecular dynamics simulation at 300 K. The trajectory is
colored blue to gray to brown to red for increasing simulation time. The
gas molecule is placed in the solvent at the beginning of the run. It enters
the protein and moves toward the [NiFe]-active site by diffusive
“jumps”. The protein is represented as sticks, the [NiFe]-active site,
the residues Val74 and Leu122, and the FeS clusters as spheres. Color
code: Fe, light green; Ni, blue; S, yellow; O, red; C, dark green. The blue
sphere of Leul22 denotes a N atom.

molecule is assumed to reside either in a discrete site within the
protein (also called a “cluster” or “state” and denoted by i or j in
the following) or in the solvent. The dynamics between these
states can then be approximated by a master equation:>**°

pit) =D kipi(t) (1)
j

where the k; are the rate constants for the transitions i < j,
representing the constant elements of the rate matrix K, and p; is
the population of state i. The rate matrix satisfies three conditions:

ki =0 Vi#j (2)
kii <0 Vi (3)
Zkij =0 (4)

Equation 1 can be solved formally in terms of a matrix exponential:

pilt) =D ();p,(0) (5)

J

which can be used to calculate the time-dependent population of
the cavities from a given initial state.

Here, we are specifically interested in the kinetics of gas
diffusion from the solvent to the protein active site, which we
denote in the following as site G (for “geminate” state). In this
case, we start from an initial state in which the entire population
of gas molecules is located in the solvent, as would be the case in
experiment, and calculate the time-dependent population of site
G, p(t), using eq S.

2.1.2. Phenomenological Rate Model. In the second step, we
relate pi(t) to the rate constants of a phenomenological model
for gas diffusion. This will give the computed phenomenological
rate constant for gas diffusion from the solvent to the active site
cluster G, that can be readily compared to the experimental
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diffusion rate. For hydrogenase, the association reaction between
the free enzyme (enz) and gas molecules (%as) has been
described in terms of a two-step kinetic scheme:"*

k1[gas]
enz +gas =————

koy

ko

enz—gas (6)

k—

The first step describes the diffusion of the gas into the active site
of enz, represented in the current calculations by the state where
the gas molecule occupies cluster G. The corresponding diffusion
rates are k. ; and k_,, respectively. The second step, occurring
with forward and reverse rates k,, and k_,, results in the
chemical binding of the gas molecule to the active site (enz—
gas). Using a classical force field, this second step is not
represented in the present calculations. This means that the
computed population ps(t) is only due to the kinetics of the first
reaction step. Hence, k., and k_, can be set equal to zero in the
kinetic model for pg(t). Assuming that the rate matrix Kin eq S
has been constructed for constant gas concentration (see section
2.1.3 for details), the population of the geminate cluster is given
by the following pseudo-first-order kinetic equation:

oty — el

= g 1 S Ckale 00l (7)

Thus, a fit of pg(t) to eq 7 gives the desired phenomenological
rate for diffusion from the solvent to cluster G, k;, and the rate for
the reverse process, k_.

2.1.3. Construction of Microscopic Rate Matrix. In the fol-
lowing, we describe the computation of the matrix elements k;; of
the rate matrix K (eq 1). To construct the rate matrix from the
equilibrium simulation, we assume that the simulations are
sufficiently long that all relevant transitions have been observed
on the simulation time scale. We first construct a transition
matrix N containing the total number of transitions between each
pair of states in the simulations, summed over all gas molecules,
where Nj; is the number of transitions from j to i. We enforce
detailed balance by symmetrizing the matrix of transitions, Nj™
= Nj; + Nj;. The “branching probability” for the transition from j
to i, that is, the probability that the system will make a transition
first to i rather than to some other state, is calculated as N?]ym/
S 1N, The transition rate from j to i is then given by:*°

sym
b=, V£ (8)
N
kj = _T;_l = Z ki, Vj (9)

where T; is the average residence time of a gas molecule in state j
and is measured by averaging all times of visiting state j.
While transitions between clusters within the protein are
unimolecular, those from the solvent to protein clusters are
bimolecular events, so the corresponding microscopic rates
depend on gas concentration. Here, we assume that the con-
centration of gas molecules in the solvent remains constant,
which is consistent with exg)erimental conditions for which
diffusion rates are measured.>'* Consequently, all solvent to

protein cluster transitions become unimolecular (ie., pseudo-first-
order in the protein concentration), and the rate matrix described
above can be solved in the usual way. However, because the
transition rates are calculated from the average residence time of a
single gas molecule, the rate matrix constructed from the simulation
data is for a gas concentration 1/V1,5, where Vi1’ is the volume of
the simulation box outside the protein. To obtain the rate matrix for
areference (e.g, experimental) gas concentration [gas]°, we scale all
pseudo-first-order solvent-to-protein rates by a factor V}SI';S /Vi,or
where Vi o is the volume per molecule of gas at a gas concentration
[gas]°.

2.1.4. Theory of Force-Induced Transitions. Rates for transi-
tions that are not adequately sampled on the time scale of the
equilibrium simulations are obtained from nonequilibrium simu-
lations in the presence of a pulling force. The molecule is pulled
from the initial (j) to the final cluster (i) for a series of external
forces of constant magnitude F. Averaging over initial conditions,
the simulations yield the force-dependent mean first passage time
(MEPT), 7;(F). We use a one-dimensional model for force-
dependent kinetics,*” derived from Kramers theory,* to extra-
polate the transition rate constant from our pulling simulations to
zero force. The Dudko—Hummer—Szabo (DHS) model gives
the dependence of the transition rate constant k;(F) = 1/7;(F)
on force F as

F* 1/v—1
vrx AGE — (1 — FIAGENYY
ky(F) = K e (AGHL = (1= (B /AGH)"]

(10)

where kj; = k;;(0) is the rate at zero force, which is equal to the
desired rate matrix element k;;, AGT is the height of the barrier,
and x” is the distance to the transition state. The parameter
v was set equal to 2/3 corresponding to a linear cubic form
of the energy surface. This model is able to account for
the dependence of the transition state location on force and
thus explains the curvature in the force dependence of the
kinetics.

2.2. Simulation Details. Molecular Models. We have em-
ployed the same molecular models for the protein, solvent, and
H, that were used in a previous study on a homologous [NiFe]-
hydrogenase.”> The GROMOS96 43al g)rotein force field* and
the SPC/E model for liquid water® were used. The gas
molecules were described by a three-site model comprised of
two “real” atoms and a virtual interaction site located at the center
of geometry. The two atoms carry charges only so as to
reproduce the experimental quadrupole moment, and the virtual
site carries Lennard-Jones parameters, only. For H,, the para-
metrization of ref 41 was used. For O,, Lennard-Jones parameters
were taken from ref 42 and point charges to reproduce the
experimental quadrupole moment of gas-phase O,. The gas
models reproduce the experimental diffusion constant of H,
and O, in water very well, to within a relative error of 7%. In n-
hexane, the relative error is larger, 43%. This accuracy is still
acceptable for the purpose of this investigation, which is the
prediction of the correct order of magnitude of the diffusion rate
in the enzyme. (Note that experimental measurements of diffu-
sion rates in proteins can have a similar uncertainty.12’14)

Equilibrium Molecular Dynamics Simulations. The initial
configuration of Desulfovibrio fructosovorans [NiFe]-hydrogenase
was taken from the crystal structure PDB id: 1YQW.™ The
protein was solvated and equilibrated for 10 ns in the NPT
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Figure 2. (a) Probability density map for H,. Probabilities were
calculated over the last 40 ns of the 50 ns trajectory, using a 1 A grid.
Grid points are displayed only if they were visited by H, molecules inside
the protein on at least three separate occasions and are shaded by
probability of occupancy on a log scale from gray (low) to black (high).
(b) Probability density map for O,, as in (a). (c) Enlarged view of the
map for H, near the active site region, with important residues labeled.
(d) The corresponding magnified map for O,. The major difference
between H, and O, maps, indicated by arrows, is the absence of any O,
from the active site. The color code is the same as in Figure 1.
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Figure 3. Coarse-graining of hydrogen trajectories inside the enzyme.
Motivated by the diffusive hopping of H, molecules between cavities in
the protein (see Figure 1), we define clusters centered at the regions of
high gas density inside the protein. The clusters are depicted as spheres
together with three typical “pathways” to the active site observed by
following the trajectories (pathways 1, 2, and 3, colored in red, blue, and
yellow, respectively). The symbol © in pathway 3 indicates entry of H,
molecules from the back of the protein. Cluster E in white is the cluster
that gas molecules temporally occupy before binding, with cluster G in
gray the final state when a gas molecule is able to bind Ni. The labels a, b,
etc., denote the approximate positions of the Xe-peaks reported in ref 10.
The important residues, including Val74, Leul22, and FeS cluster, are
shown as spheres. The color code is the same as in Figure 1.

ensemble at 300 K and 1 bar (average secondary structure root-
mean-square deviation (rmsd) = 1.66 A with respect to crystal
structure). Simulations including the gases were carried out similarly

to those in ref 33. The runs were initiated from the final configuration
of the protein only run, by randomly replacing 100 water molecules
by H, or O, molecules outside the protein. A 50 ns NPT simulation
was run for each system. The gas concentration in our simulation is
225 mM, corresponding to roughly 200—300 times higher than the
saturated concentration under a pressure of 1 atm gas. We have
chosen this relatively high concentration to obtain improved statistics
for simulation of the diffusion process. The total system comprising
the protein and solvent is large enough, however, so that interactions
between gas molecules can be assumed to have a negligible effect on
the dynamics of gas diffusion. The protein is stable over the course of
the simulation, reaching an average secondary structure rmsd of 1.83
A with respect to crystal structure.

Assignment of States in Configuration Space. To define
states for our Markov model,** we clustered the interior densities
of H, molecules as obtained from equilibrium simulation (shown
in Figure 2) using the GROMOS algorithm,45 with a cutoff radius
of 6 A. Although we obtained hundreds of clusters of various
sizes, for simplicity we chose 68 clusters (shown in Figure 3),
which account for almost all H, molecules within the protein. All
interior H, are assigned to clusters as described below. We
defined two clusters in addition to those identified by the
automated clustering: the first corresponds to gas molecules in
the solvent, defined as regions with zero density of protein atoms,
and the second, labeled “G”, corresponds to the likely binding
site of the gas to the Ni atom in the active site pocket before
chemical bond formation. Because H, is smaller than O, and
explores a larger fraction of the protein interior, we assume that
the clusters obtained for H, include all relevant cavities for O,.
Thus, for O,, the same definition of clusters was used as for H,.

Calculation of Transition Rates. Rates for transitions be-
tween the states defined above are calculated according to eqs
8 and 9 using the last 40 ns of the 50 ns equilibrium simulations. A
major difficulty we encountered with this approach are the
apparent “recrossings” caused by the imperfectly drawn bound-
aries of the stable states.***® Drawing on ideas from transition-
path sampling*”** and milestoning,**>° we define “core” regions
for each cluster, for which there is no doubt about the assign-
ment. A trajectory crossing out of one of these regions is only
deemed to have made a transition to another cluster when it
enters the “core” region of the new cluster; in this way, we avoid
apparent transitions when the gas molecules cross approximately
drawn state boundaries, but in fact remain in the original
metastable state. The “core” region for each cluster i was defined
using a spherical radius, of Ad,,i,(i), where dy;,,(i) is the nearest
neighbor distance of i and 4 = 0.4.

Nonequilibrium Pulling Simulations. Rates for the transi-
tions of O, molecules from E<—14, E<—16, E=—66, and G—E
were estimated from pulling simulations. A series of runs was
carried out, applying different sets of external forces F of
constant magnitude F = |F|, pointing along the direction
between the center of mass of the gas molecule and the
destination cluster. The latter was defined as the center of mass
of selected atoms in the protein. Each system contained one
hydrogenase and one gas molecule; a reduced system was used to
accelerate the dynamics (see Supporting Information). The
starting point for each simulation was a snapshot from the 50
ns equilibrium simulation in which the gas molecule was in the
desired initial cluster. The MFPT (7;(F)) was calculated as the
average time a gas molecule takes to reach the center of the
destination cluster up to a distance of 0.3 A. For each force,
between 51 and 200 replicates with the same configuration were

3551 dx.doi.org/10.1021/ja109712q |). Am. Chem. Soc. 2011, 133, 3548-3556



Journal of the American Chemical Society

run using different initial velocities generated from a Maxwell
distribution at a temperature of 300 K. The force-dependent
MEFPTs were fit to the inverse of eq 10 (using 7;;(F) = 1/k;(F))
and the MFPT at zero force, 7j;, obtained from extrapolation. The
latter was converted to the desired rate, ki = 1/7j, and inserted
into the rate matrix K. We have validated this approach by
carrying out a pulling simulation for H, (E<—14) and found that
7 obtained from zero force extrapolation was in good agreement
with the MFPT obtained from equilibrium simulation. The
reverse rates for transitions for which pulling simulations were
carried out, k;;, were obtained from the equilibrium constant Kj; =
kij/k;:. It was assumed that Kj; for O, is the same as the one for H,
with the latter estimated from equilibrium simulation. This
assumption is justified when gas-specific interactions are absent,
so that Kj; is mainly determined by the difference in the gas-
accessible volume of clusters i and j.

3. RESULTS

3.1. Gas Equilibrium Distributions. We start with a long
molecular dynamics simulation of two systems, one containing
an equilibrated aqueous solution of hydrogenase and 100 H,
molecules initially placed in the solvent, and the other containing
100 O, molecules instead of H, (see section 2.2 for simulation
details). We find that both gases quickly permeate the protein,
reaching a stable partition between solvent and protein after
about 10 ns of simulation time (Figure S1 in the Supporting
Information). The partition coefficient, K, = [gas],/[gas],,
where [gas],, and [gas], are the gas concentrations in the protein
and solvent phase, respectively, is larger than 1 for both gases, K,
= 1.7 for H, and 2.8 for O,. Thus, H, and particularly O, favor
the protein phase over the solvent. The probability maps shown
in Figure 2 reveal that both gases can occupy sites distributed
throughout the protein. The regions colored black correspond to
probability peaks. The local concentration of gas molecules at
these sites is higher than in the solvent by more than K, because
this parameter refers to the average concentration in the protein.
Thus, our numerical data support previous suggestions that
internal cavities function as gas reservoirs,” although the prob-
ability maxima are scattered throughout the protein and are not
restricted to the functional gas tunnels (see section 3.2).

Analyzing the probability map in more detail, we find that H,
can approach the active site up to a distance of 3.1 A from the Ni
atom during the 50 ns simulation. The map near the active site is
shown magnified in Figure 2c. These graphs helped us identify
the H, molecules that have entered the active site vicinity during
the simulation (marked by an arrow in Figure 2c). In total, we
observed 14 separate events in which H, entered the active site
vicinity within 50 ns. On the same simulation time scale, only two
O, molecules were found to visit the active site vicinity, as is
indicated by the vanishing probability density, marked by an
arrow in Figure 2d. The probability densities for both H, and O,
in Figure 2 suggest that it would be difficult to construct a
description of gas entry based on a well-defined “pathway”, at
least not a priori. Clearly, a more general model that does not rely
on preselected pathways is necessary, such as the coarse grained
Markovian hopping model described in section 2.1.1.

3.2. Diffusion Paths. The probability density of H, was used
to define the states of our Markov model by application of a
clustering algorithm (see section 2.2 for details). The clusters
obtained are depicted as spheres in Figure 3. They correspond to
regions of high gas molecule density. We find that the clusters are

scattered throughout the protein and account for 95% of the
population of H, molecules within the protein. All previously
reported Xe-peaks'® (denoted by labels a, b, etc., in Figure 3)
could be assigned to clusters except peak e’. The latter is
combined with one of the other clusters and not identified as a
separate site by our clustering algorithm. The automatically
identified cluster closest to the active site, denoted cluster E, is
about 7 A away from the Ni atom and corresponds to the active
site vicinity that was visited by H, 14 times as described in
Section 3.1. On the basis of the closest approach of a single
hydrogen molecule to the active site, we have defined an
additional cluster denoted “G”, which corresponds to the likely
binding site of the gas to the Ni atom in the active site pocket
before chemical bond formation takes place. Cluster G, first
introduced in Section 2.1, is about 3 A away from the Ni site and
can be regarded as the “geminate” state described by Liebgott et al."*

We find that the gas molecules that reach cluster G do so via
transition from cluster E, only. Tracing back the trajectories of the
14 H, molecules that reached cluster E, we identified three qualita-
tively distinct “pathways”. They can be described by a string of
clusters connecting E with the solvent, as indicated in Figure 3.
Pathway 1 shown in red resembles the “VA”-shaped set of tunnels
first identified in ref 10. We observed that the gas can enter this
pathway at four sites, cluster 15 corresponding to Xe-peak b’ in ref
10, cluster 18 corresponding to peak ¢, cluster 16 corresponding to
peak d, and cluster 52 corresponding to the path adjacent to peak ¢’.
No entry of gas molecules was observed near peak f. All gas
molecules that enter the protein through clusters 15, 18, and 52
reach the active site vicinity (cluster E) from “below” and have to
cross the Val74—Leul22 motif at the end of the tunnel.

Our simulations show that there are at least two more routes
that gas molecules can take to reach cluster E. The second
pathway shown in turquoise starts on the same side of the protein
as pathway 1, but leads more directly into the active site vicinity.
This pathway is not part of the “VA”-shaped set of tunnels
because the gas molecules that follow this route enter the active
site vicinity “sideways”, that is, orthogonal to pathway 1, and they do
not cross the Val74—Leul22 passage before they enter the active
site. A third pathway shown in yellow starts on the back side of the
protein and enters the active site vicinity from “above”, opposite to
pathway 1. Also, on this route, gas molecules do not cross the
Val74—Leu122 motif. It is worth mentioning that pathways 1 and 2
are surrounded predominantly by hydrophobic residues and path-
way 3 by hydrophobic and hydrophilic residues. As a consequence,
the population of water molecules in the cavities that form the three
pathways is in general low, even though there is a significant interior
water density in certain regions of the protein.

3.3. Diffusion Rates. To compute gas diffusion rates, we use
the coarse-grained states defined above to build a master
equation for the gas dynamics according to eq 1. For H,, it is
possible to construct the full rate matrix K from equilibrium
simulations alone via eqs 8 and 9. Also for O, most of the
transitions could be estimated from equilibrium runs, except the
transition into cluster E, which was observed only rarely, and the
transition from E to G, which was not observed at all during the
50 ns equilibrium simulation (longer simulation times would
have been necessary to observe also this transition, although at a
prohibitive computational cost).

To estimate the rates for transitions into E and G, we have used
the nonequilibrium pulling simulation as described in section
2.1.4. Within pathway 1, we chose the transitions E<—14 and
E<—16. We based this choice on the observation that O, made

3552 dx.doi.org/10.1021/ja109712q |). Am. Chem. Soc. 2011, 133, 3548-3556



Journal of the American Chemical Society

(@)
1001 X H, E<-14
o O 0, E<-16
z)\ O O, E<-66
E A 0, G<E
L Bag
A

0.01 T T T T T T T
0 30 60 90 120 150 180 210
Force (kJ/mol/nm}

—
(=2
~

201 X H, total

154 A 0O, total AA"A_‘A_’ﬁ
8 &
o 10_ ,/
x A
2% 054 £

’/
0.0 : -AW‘@A : : |
0.1 1 10 100 1000 10000
Time (ns)

Figure 4. (a) Mean first passage time (MFPT) as obtained from constant-
force pulling for transitions between clusters as indicated. See Figure 3 for
the position of the clusters in the protein. Data points were fit to the inverse
of eq 10, and the fits were used to calculate the MFPT at zero force. (b) Gas
population probability of the active site cluster G as a function of time. Data
points were obtained by solving the master equation according to eq 5
starting from initial conditions (t = 0) where the entire population of gas
molecules is located in the solvent. For O,, the rate matrix was constructed
from equilibrium and pulling simulations (shown in pannel a), and for
H,, only equilibrium simulation data were used. The data points were fit to
the phenomenological rate equation (eq 7).

two transits E=—16 during the equilibrium simulation, and that
E<—14 was the dominant transition for H, molecules into E. All
other transitions from clusters of pathway 1 into E are expected
to have a significantly lower transition rate and are thus
neglected. Within pathway 2, we have chosen the transition
E<—66 because this was the only feasible transition for H,. Again,
we expect that all other transitions into E are significantly less
favorable. We also carried out pulling simulations for the transi-
tion G<—E. This is the only transition by which gas molecules can
reach the active site. No pulling simulations were carried out for
transitions between clusters of pathway 3 and cluster E because
this pathway contributes least to the total H, flux.

The results of the pulling simulations are summarized in
Figure 4. In panel a, the mean first passage time (MFPT) 7; is
shown as a function of the pulling force for some of the
transitions described above. The MFPT is the average time it
takes for a gas molecule in cluster j to make a transition to i. The
data points fit the Dudko—Hummer—Szabo model for force-
dependent kinetics®” very well (inverse of eq 10), with correla-
tion coefficients between 0.97(E<—16, O,) and 0.998 (GE,
0,). This model is able to account for the dependence of the
transition state location on force and thus explains the curvature
in the force dependence of the kinetics for the transitions E<—66
(0,) and E—14 (H,, this pulling simulation was carried out for
validation purposes only). The desired transition rate k; is equal
to the inverse of the MFPT extrapolated to zero force. For O,,
these rates are then inserted into the rate matrix K.

Starting from an initial state in which the entire population of
gas molecules is located in the solvent S (ps(t=0) = 1, p(t=0) =
0 for all k # S) as would be the case in the experiment, we

Table 1. Computed (comp) Rates for Diffusion of H, and O,
from the Solvent to the [NiFe]-Hydrogenase Active Site, k_ j,
for Diffusion Out of the Active Site, k_, and the Experi-
mentally (exp) Determined On-Rate for CO, k;,

H, (comp) 0, (comp) CO (exp)
e k-t Fosst? ki Kin
total 99(66) 19(03) 1.7(0.6) 0.11(0.03) 1-2
blocked®  7.7(14) 12(03) 05(02)  0.09(0.02)

“In units 10* s~ mM ™. In units 10® s ~*. *In units 10* s atm(CO) "~
! ref 12. Note that the difference between s~ ' atm(CO) ' and s~
mM ' is negligibly small.  Pathway 1 blocked.

calculated the time evolution of the cluster populations by
solving the master equation, eq 5. The time-dependent prob-
ability of finding a gas molecule in the active site cluster G, pg(t),
is illustrated in Figure 4b. We find that for H, as well as for O,,
pc(t) is characteristic of an effective first-order kinetic process.
Most importantly, we find that pg(t) fits very well the phenom-
enological rate equation derived in section 2.1.2, eq 7 (best fits
indicated in solid lines). The phenomenological rate constants
k., and k_; extracted from the fits are summarized in Table 1.

We find that the computed rate for O, diffusion into G, k% =
(1.740.6) x 10*s™ " mM ™, is within the range of experimental
values for the CO on-rate k%0 (figures in bold in Table 1).
Unfortunately, experimental values for k% are not available,
because the measured ki* for reaction eq 6 is limited by k.
However, because of its similar size and mass, it can be assumed
that the diffusion rate of O, into the active site is very similar to
the one of CO. Indeed, recent mutation experiments were
consistent with the assumption that the on-rate for CO is a good
proxy for the O, diffusion rate into the active site, that is, k73 ~
ki? ~k$C ¥ Ina separate investigation that will be described in
detail in a forthcoming publication, we have also computed the
diffusion rate of CO molecules into the hydrogenase active site.
The value obtained, k5$ = (1.1 & 0.4) x 10*s 'mM ™', is only
marginally smaller than for O,, confirming the above relation.
The good agreement between computed and experimental rates
strongly supports our theoretical model for gas transport in the
hydrogenase enzyme.

An interesting question concerns the difference in the diffu-
sivity of H, and O,. Given the difference in size and mass, it
should not be surprising that H, diffuses faster into the active site
than O,. Indeed, our calculation gives a diffusion rate for H, that
is a factor of about 6 larger than for O, (k,, in Table 1). For
comparison, the diffusion coeflicients of H, in water and n-
hexane are only a factor of 2.1 and 1.7 higher than for O,. Thus,
our calculations predict that native hydrogenase exhibits an about
3-fold higher selectivity in favor of H, than typical polar and
nonpolar liquids.

3.4. Reactive Flux Analysis. To place our analysis of the
accessible pathways on a more quantitative basis, we have used a
recently developed formalism for calculating contributions to the
reactive flux from kinetic master equations.”’ We divide our
clusters into two end states, S and G corresponding to the solvent
and cluster G, respectively, and a transition region I consisting of
all the other clusters inside the protein. The first step of the
calculation is to determine the committor, ¢)g(x), for each cluster
x, defined as the probability that a trajectory initiated from x will
reach G before reaching S: by definition, ¢¢(G) = 1 and ¢g(S) = 0.
The remaining committors can be self-consistently determined
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(b)

Figure 5. Reactive flux toward the active site. The flux of gas molecules
reaching the active site is calculated for each transition in the network, as
a fraction of the total for (a) H, and (b) O,. The cross-sectional area of
each connection is approximately proportional to the flux along it, and
the committor for each cluster x, Ppg(x) (see text), is indicated using a
color scale from blue for ¢g(x) = 0 through white to red for ¢g(x) = 1.

from these boundary conditions (see Supporting Information).
We calculate the contribution to the total reactive flux Ji—; for a
given transition between clusters i and j, the fraction of the
reactive flux coming from trajectories, which traverse the edge
.. _ . N . . A S1
i, as Ji—; = Kipeq() [0 () — ¢c(i)], for ¢a(j) > da(i).

The results are shown in Figure 5. The committors reveal that
for most clusters, it is more probable that the gas will return to the
solvent rather than reach the active site. This is particularly true
for oxygen, where the final barriers to reaching the active site are
relatively high. The weights of the edges illustrated in the figure
indicate the relative flux along each, confirming the qualitative
picture inferred from the equilibrium trajectories of hydrogen.
About 57% of the H, molecules that reach the active site enter the
protein at entry points of pathway 1 and diffuse within the main
channel toward cluster E. However, there is also some significant
contribution due to pathway 2, 26%, with gas entry sideways via
cluster 38. A smaller contribution of 17% is due to pathway 3.
Our simulations give no evidence that O, uses pathways that are
significantly different from the ones of H,. The reactive flux for
O,, shown in Figure Sb, is qualitatively similar to the one for H,.

(c) d _s
(] -E . >
..... K& =2.1x10° é& 3 B ooo
.« I 2
".9.-' ‘th,." 58 o
" 3 “,ﬁl g 1 [e]
e 0
¥’ Sy 0 10 20 3c
V74D MNumber of CO poses

Figure 6. Volume-accessible poses of a CO molecule between clusters
E and G for wild-type (WT) [NiFe]-hydrogenase (a), V74 M (b), and
V74D mutants (c). The CO molecule is represented in stick representa-
tion, and key residues are depicted in ball and stick representation. The
color code is the same as in Figure 1. In the WT, V74D, and V74M
mutants, there are 25, 10, and 2 possible poses, resgectively. The
experimentally determined on-rate for CO binding,14 kfl), is given in
units s ' mM ", In panel (d), the number of CO poses determined for
WT and 10 mutants is plotted against the experimentally determined on-
rate’* (O). The best linear fit is shown in solid lines.

4. DISCUSSION

Previous analyses of Xe-binding sites have led to the picture
that gas diffusion in [NiFe]-hydrogenase occurs through a set of
gas channels that facilitate transport as depicted by pathway 1 of
Figure 3. Our present simulations suggest that there are at least
two additional pathways that gas molecules can take to reach the
protein active site, denoted pathways 2 and 3 in Figure 3. These
routes have a different entry point at the protein surface, and they
follow distinct paths to the active site vicinity. These additional
paths were not revealed by the Xe-binding experiments, which
probe the most favorable sites for the Xe molecules to reside at
equilibrium rather than reflecting the flux of gas molecules
toward the active site. Neither did cavity calculations on static
crystal structures reveal these paths. This implies that pathways 2
and 3 are dynamically formed and temporary in nature. Inter-
estingly, all three paths terminate at a single cluster, E, about 7 A
away from the Ni site, which is connected with the active site
cluster G. A similar “funnel” architecture was recently described
for gas diffusion in a mono-oxygenase and an oxidase.”**

The picture of gas diffusion obtained from present simulations
sheds new light on recent mutation studies, where a dramatic
decrease in the diffusive on-rate for CO was reported when Val74
was mutated into more bulky amino acids."*”** It was hypothesized
that Val74 and Leu122, located at the end of pathway 1, just before
cluster E, act as control points (see Figure 6). The mutations of
Val74 would narrow this passage, preventing CO from passing to
the active site. This explanation was supported by the crystal
structure of the V74M mutant, showing that Met74 and Leul22
are in van der Waals contact, thereby blocking CO diftusion.
However, what could not be explained was that mutations of the
other residue, Leul22, did not have any effect on the CO on-rate.
This is at odds with the hypothesis that the decrease in the on-rate is
due to the narrowing of the passage between Val74 and Leul22,
because then one would expect that mutation of Leu122 into bulkier
amino acids would at least have some effect.

Here, we present a possible alternative explanation of the
observed mutation effect. Inspection of the active site pocket of
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WT (PDB id: 1YQW)™® and V74M (PDB id: 3H3X)"* mutant
reveals that the mutation not only narrows the free space
between Met74 and Leul22, but also between Met74 and
Arg476 (see Figure 6a,b). The latter passage is the final bottle-
neck for the transition from cluster E to the active site cluster G.
We have analyzed this situation in more detail by determining the
possible, volume-accessible poses of a CO molecule between
clusters E and G for WT, V74M, and all other mutants for which
diffusive CO on-rates have been measured."* The side chain of
mutants for which no crystal structure was available was modeled
on the basis of the conformation of the V74M mutant. In this
case, the most probable orientation of the side chain was chosen
according to a rotamer library.>> CO poses were enumerated by
placing the CO molecule on a 0.5 A grid and allowing 2016
orientations. A pose was accepted when both atoms of the CO
molecule did not overlap with any protein atom (see Supporting
Information for further details).

As illustrated in Figure 6a—c for WT, V74M, and V74D, we
find that the number of volume-accessible CO poses between
clusters E and G (depicted in stick representation) decreases
with decreasing on-rate. A plot of these two quantities for WT
and the 10 mutants shows a good linear correlation, with a
correlation coefficient of 0.87; see Figure 6d and Table S1 for a
summary of numerical values. The data support our hypothesis
that the decrease in the on-rate could be at least in part due to
the narrowing of the free space between Val74 and Arg476.
While this may serve as an explanation for why mutations of
Leul22 did not have any significant effect on the on-rates, a
note of caution is appropriate here. Our analysis with CO as a
probe was carried out for static crystal structures and did not
include dynamical effects. Thus, computation of transition rates
into cluster E and G of the mutants is clearly necessary to
further support our proposal. This will be the subject of
forthcoming work.

The Val74—Arg476 motif could also play a key role in
attempts to block oxygen access to the active site. As we found
that O, can access the active site via pathways 2 and 3, the
narrowing of pathway 1 at the passage Val74—Leul22 would not
have much of an effect. Indeed, simulating the blocking of the
passage between Val74—Leul22 by setting all transition rates
between clusters of pathway 1 and cluster E to zero, we find that
the diffusion rate in the active site is reduced by only about 60%
for O, (20% for H,, see Table 1 “blocked”). Thus, restriction of
O, access could possibly only be achieved by narrowing the
passage between clusters E and G, that is, by modifying the
Val74—Arg476 motif.

We further note that blocking the access to the active site is not
the only mechanism by which hydrogenases can acquire oxygen
tolerance. Recent experimental work on membrane bound
hydrogenases from Knallgas bacteria has shown that the forma-
tion of an easily recoverable oxidation product and the rapid
reductive reactivation of this state are other crucial factors
determining the oxygen tolerance of the enzyme.>>>*

5. CONCLUSION

We have developed a general approach for the calculation of
gas diffusion rates inside proteins. Application to [NiFe]-hydro-
genase gave rate constants in good agreement with experiment,
showing that our approach can be regarded as a step toward a
more quantitative theoretical description of this important
physical process in biology, which may be tested further by

future applications. Our simulations indicate that the hydroge-
nase protein structure “funnels” gas molecules from at least a few
different possible pathways into a well-defined cavity close to the
active site, from which gas molecules can move on to the final
bindin% site. This picture differs from the single tunnel parad-
igm,"">"'* but is supported by the rates computed from the
same simulation. Finally, we proposed an alternative explanation
for the dramatic decrease in the diffusion rate observed for some
mutants. We proposed that the Val74—Arg476 motif could be
key to the engineering of a gas filter that blocks the access of O,
molecules to the active site. Future rate calculations for hydro-
genase mutants'* as well as experimental mutation studies on

Arg476 will be helpful to confirm this hypothesis.
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